
Quiz 2
6.035 Spring 2023 May 12, 2023

Solutions

1. True/False [14 pts] (parts a–g)

(a) One benefit of function inlining is that it allows you to use caller-save registers
more freely.

True

(b) In order to ensure that generated code is correct, all dataflow analyses must be ran
to completion (i.e., fixed-point convergence) before applying any corresponding
optimization.

False

(c) For a statement to be moved out of a loop (into its pre-header) during loop
invariant code motion, it must be true that the statement dominates all exit
nodes of the loop before the statement is moved into the loop header.

False

(d) The register live range interference graph discussed in class has each node repre-
sent a single use of a variable and each edge indicating that the two uses are of
the same variable.

False

(e) The graph coloring based register allocation heuristic discussed in class is guar-
anteed to generate code that uses the fewest possible number of registers.

False

(f) In a set of nested loops, if the innermost loop has data dependencies exclusively
from prior iterations of one of the outer loops, then the innermost loop can always
be parallelized.

True

(g) Given a finite lattice, all sound dataflow analyses using the worklist algorithm
will eventually terminate.

True
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2. Anticipated Expressions Analysis [6 pts] (parts a–c)

In this problem we will run an anticipated expressions analysis. This analysis computes
sets of expressions c+d at a given program point if all paths leading from that program
point eventually compute the value of the expression c + d from the values of c and d
available at that point. This is a backwards analysis defined as follows:

OUT[b] =
⋂

b′∈SUCC[b]

IN[b′]

IN[b] = (OUT[b]−KILL[b]) ∪GEN[b]

OUT[EXIT] = ∅
GEN[b] = set of expressions c + d computed in b where neither c nor d are

redefined earlier in b

KILL[b] = set of expressions c + d where either c or d is redefined in b

IN[b] is initialized to be the set of all expressions.

We will use the following CFG:

int x = bar();
int y=0, z=0;

x > 5?

y = 1 + x;
z = y + z;
z < 10?

y = 2 + x;

y = 1 + x;
return y+z;

true false

(1)

(2) (3)

(4)

true

false

Throughout this question we will use bitvector notation to represent sets containing
the following expressions:

1 : 1 + x

2 : 2 + x

3 : y + z

For example with this notation, the vector 011 represents the set of expressions {2 + x, y + z}.

Continued on next page...
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(a) [2 pts] Give GEN and KILL for block (2) in the CFG:

GEN[(2)] =

Answer:

100

-1 if incorrect

KILL[(2)] =

Answer:

001

-1 if incorrect

Now consider an execution of the worklist algorithm for this analysis at the fol-
lowing state (showing the IN of each block). Note that this specific state may not
result from an execution of the algorithm as described above.

int x = bar();
int y=0, z=0;

x > 5?

y = 1 + x;
z = y + z;
z < 10?

y = 2 + x;

y = 1 + x;
return y+z;

true false

(1)

(2) (3)

(4)

true

false

IN[1] = 000

IN[3] = 011

IN[4] = 111

IN[2] = 011

(b) [2 pts] Give the OUT for block (2) computed in a single iteration of the worklist
algorithm if block (2) is chosen to come off the changed set in the state above.

OUT[(2)] =
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Answer:

011

-1 if incorrect but correct work shown
-1 if performed forward analysis instead of backward analysis
-2 if incorrect with no work shown

(c) [2 pts] Give the IN for block (2) computed in a single iteration of the worklist
algorithm if block (2) is chosen to come off the changed set in the state above
(based on the OUT computed above).

IN[(2)] =

Answer:

110

-1 if incorrect but correct work shown, or correct given prior incorrect answers
-1 if performed forward analysis instead of backward analysis
-2 if incorrect with no work shown
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3. Dominators and Loops [5 pts] (parts a–b)

Consider the following CFG:

a

b

c

d

(a) [2 pts] Draw the dominator tree for the CFG.

Answer:

a

b c

d

(b) [3 pts] For each loop in this CFG give 1) the back edge of the loop, and 2)
the set of nodes in the loop. Remember that a loop must have a unique entry
point (the header) and a back edge, and back edges are those for which the head
dominates the tail.
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Answer:

Two loops.

Header: a
Back edge: c→ a
Nodes: {a, b, c, d}.
Header: c
Back edge: d→ c
Nodes: {c, d}.
-1 if didn’t include d in the first loop
-1 per extra loop
-0.5 if no arrows on specification of back edge
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4. Loop Optimization [9 pts] (parts a–c)

Consider the following code:

int foo(int x) {

int i = 1, j = 2, a = 3;

while (i < x) {

a = x + 3;

i = i + 5;

j = i*3;

}

return a + j;

}

(a) [3 pts] Write the induction variable triple x = 〈y, c, d〉 for variables i and j.

Answer:

i = 〈i, 1, 0〉
j = 〈i, 3, 0〉

-1 if has d = 5 for i

(b) [4 pts] Rewrite the above function after performing strength reduction for j

and induction variable elimination for i (and no other optimizations).

Answer:

int foo(int x) {

int i = 1, j = 2, a = 3;

int s;

s = 3 * i;

while (s < x * 3) {

a = x + 3;

s = s + 3 * 5;

j = s;

}

return a + j;

}

-1 if loop condition is wrong
-1 if moves a statement out of the loop that changes the semantics
-1 if doesn’t increment s (or j) by 15
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(c) [2 pts] Can we move the statement a = x + 3; into the loop pre-header?
Explain whether this is always possible, never possible, or potentially possible
given additional information about the program execution.

Answer:

Potentially possible, if we know that the loop will always execute at least 1 iter-
ation

-1 if no explanation given
-1 if never possible, explaining that it does not dominate the exit node and that
its definition reaches a use
-2 otherwise
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5. Register Allocation [9 pts] (parts a–c)

Consider the following code:

1 int foo() {

2 int a = 1, b = 2;

3

4 if (a > b) {

5 int c = 1;

6 c += a * 2;

7 a += c;

8 } else {

9 int d = 2;

10 d += a * 4;

11 a += d;

12 }

13

14 return a + b;

Your task will be to assign variables a, b, c, and d to registers.

(a) [3 pts] Draw an interference graph for variables a, b, c, and d. Do not perform
any optimizations on the code.

Answer:

a

b c

d

(b) [3 pts] Assume you’re given three registers (%r8, %r9, %r10) to allocate variables
into. You are also allowed to split a variable’s live range; if you choose to do
this, then state where the variable will be stored and loaded, and draw a new
interference graph with the variable v split into v1 and v2. State which variables
should get assigned to which registers such that the total number of stores and
loads is minimized (note that there may be multiple correct solutions). Again, do
not perform any optimizations on the code.

Answer:

a, b, (c, d) to r8, r9, and r10 respectively.

-1.5 if unnecessary spill

(c) [3 pts] Now assume you’re given only two registers (%r8 and %r9).
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The problem statement is otherwise identical: you are also allowed to split a
variable v into two variables v1 and v2 by splitting its live range with a load and
store; if you choose to do this, then state where the variable will be stored and
loaded, and draw a new interference graph with the variable v split into v1 and v2.
State which variables should get assigned to which registers such that the total
number of stores and loads is minimized (note that there may be multiple correct
solutions). Again, do not perform any optimizations on the code.

Answer:

Split b into b1 and b2, storing just after line 4 and loading at line 12.

a

b1 c

d
b2

a, (b1, b2, c, d) to r8, r9 respectively.

(note: many quizzes said to store after the definition, rather than after the com-
parison; this is incorrect but no points were deducted)
-1 if no interference graph
-1 if no statement of where the variable is stored/loaded
-1 if no explicit assignment to registers
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6. Parallelization [10 pts] (parts a–d)

Consider the following program:

1 int foo(int *a, int *b) {

2 int i, j;

3

4 for (i = 1; i < 4; i++) {

5 for (j = i; j < i + 3; j++) {

6 b[i][j] = b[i-1][j] + a[i];

7 }

8 }

9

10 return 0;

11 }

(a) [2 pts] Say that executing method foo takes 50% of the whole program’s total
run time. How much speedup on the whole program would we get by accelerating
foo by a factor of 10×? (Do not worry about simplifying any fractions)

Answer:

1.8×
Because we did not ask for a specific unit, full credit for any reasonable attempt
resulting in 11/20, 20/11, 9/20, 55%, 45%, 1.8x
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(b) [4 pts] Consider the loop iteration space below. Mark each square that is
executed. Draw an arrow from square (i, j) to (i′, j′) if the iteration at (i′, j′) has
a dependency (true, anti, or output) on prior iteration (i, j).

i↓ j→ 0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

7

Answer:

-2 if shows distance vector but not iterations
-1 if distance vector is wrong direction
-2 if substantial numbers of iterations are wrong
-1 if off by one

(c) [2 pts] What is the distance vector?

Answer:

(1, 0)

-1 if an extraneous vector given

(d) [2 pts] According to the distance vector test described in class, which loop(s)
can be parallelized?

Answer:

Only the inner loop

7. Dataflow Foundations [14 pts] (parts a–e)

Your partner is scared of the number 3, and wants to be warned if programs can return
it from any function. They have asked you to implement a dataflow analysis that will
check whether functions can return 3.

To do this, you decide to implement a program analysis that tracks all possible values
a variable can be at a given point in the program. For simplicity, the lattice tracks
only the possible values of a single variable (x). Elements in your lattice are
thus sets of integer values. Note that your lattice does not contain distinguished >
and ⊥ elements.

You may find it helpful to remember that as defined in class, a program state s at a
given point in execution is a mapping from variables to their concrete values. You may
also find the following notation to be helpful in this problem:
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Notation Definition

∅ The empty set
Z The set of all integers
∪ Set union
∩ Set intersection
\ Set difference
⊆ Subset
⊇ Superset
s[v] The value of variable v in state mapping s

(a) [5 pts] For each of the following, give the corresponding value in the lattice:

The top element of the lattice (>)
Answer:

Z

The bottom element of the lattice (⊥)
Answer:

∅

The ≤ relation between lattice elements
Answer:

⊆ Z

The ∨ operation of the lattice
Answer:

∪

The ∧ operation of the lattice
Answer:

∩

(b) [2 pts] Give the abstraction function mapping from program states to lattice
values. As input, your abstraction function should take a program state. As
output, it should produce the lattice value that abstracts the program state as
precisely as possible.

AF(s) =

Answer:

AF (s) = {s[x]}

13



(c) [3 pts] Write the most precise, sound transfer function for each statement:

x = 3 x += 1 x = y

Answer:

f(x) = {3}
Answer:

f(x) = {z + 1|z ∈ x}
Answer:

f(x) = Z

Consider the following code:

1 int foo() {

2 int x;

3 if (b) {

4 x = random(1, 3); // returns any integer between 1 and 3, inclusive

5 } else {

6 x = 1;

7 }

8 return x;

9 }

(d) [2 pts] Your partner’s implementation uses ∧ to combine values at control-flow
join points. What set of values does this implementation say that this function
can return?

Answer:

{1}

(e) [2 pts] Argue whether or not this implementation leads to a correct analysis for
this program, meaning (as discussed in class) that for all possible program states
s at a given program point and for the analysis result inn at that program point,
AF(s) ≤ inn.

Answer:

No, because there is a program state {b 7→ true, x 7→ 3}.
AF({b 7→ true, x 7→ 3}) = {3} 6≤ {1}

14


